The Cybercoaching of Terrorists: Cause for Alarm?

By John Mueller

A few Islamic State operatives have been contacting sympathetic prospective jihadists abroad via the internet to supply them with instruction and practical advice for carrying out terrorist acts. Some analysts have called this a “game-changer.” However, the cybercoaching enterprise is fraught with difficulties. Above all, cybercoaches have little or no control over their charges who are very often naive, voluble, incautious, gullible, incapable, and/or troubled. Moreover, the advice of the cybercoaches has often been anything but sagacious, and law enforcement operatives have often been able to enter the plot to undermine the effort entirely.

As the Islamic State retreats in the Middle East, it has become exceedingly difficult for the group to attract foreign fighters to travel to join its ranks in Iraq or Syria. Moreover, infiltrating trained fighters back home to do damage—once a top concern—has proven to be difficult as well, though not impossible.

In consequence, a few Islamic State operatives have been contacting sympathetic prospective jihadists abroad via the internet. The primary goal of this process is not simply to inspire them or to urge them on—that, after all, has been going on for a long time, in particular in response to the influential online speeches and sermons of the late Anwar al-Awlaki of the al-Qa`ida branch in Yemen. Rather, cybercoaches are different in that they not only urge their contacts on, but supply them with instruction and specific practical advice.

The most common take on cybercoaching is to envision it as a new threat, or “a critical terrorist innovation.” In this, cybercoaches are seen to “offer would-be terrorists all the services once provided by physical networks.” They “draw from and advise a population of supporters abroad who have expressed an interest in carrying out attacks, but who may lack the technical or operational knowledge to do so.” In an examination of the phenomenon in this publication, Seamus Hughes and Alexander Meleagrou-Hitchens conclude that it constitutes “a game changer” that poses “a complex challenge to counterterrorism authorities.”

Concern and watchfulness are certainly justified, but, as will be suggested in this article, the experience thus far suggests that the cybercoaching enterprise is fraught with difficulties. Above all, cybercoaches have little or no control over their charges who are very often naive, voluble, incautious, gullible, incapable, and/or troubled—qualities that are often underappreciated, and sometimes even unacknowledged, in official, journalistic, and academic accounts. It is not at all clear how distant coaches can make up for, or even fully appreciate the extent of, these inadequacies. Moreover, their advice has often proved to be anything but sagacious, and it is entirely possible—and in many cases, not particularly difficult—for law enforcement operatives to uncover and enter the plot, not only to further complicate the task of their devious counterparts abroad, but to undermine their efforts entirely.

The Cybercoaching Record

In its Sunday, February 5, 2017, edition, The New York Times presented on its front page a lengthy article, “Not ‘Lone Wolves’ After All” by Rukmini Callimachi that seeks to demonstrate “How ISIS Guides World’s Terror Plots From Afar.” Callimachi argues that “in several, a pattern has emerged.” In this, a supporter “initially tries to reach Syria, but is either blocked by the authorities in the home country or else turned back from the border. Under the instructions of a handler in Syria or Iraq, the person then begins planning an attack at home.”

Callimachi does an excellent job discussing the cybercoaching phenomenon, which she reported had become a critical focus of counterterrorism officials on both sides of the Atlantic. However, the evidence in the article also suggests that the effort thus far has been an abject, even almost comedic, failure. The article is centered on an effort by Islamic State cybercoaches over no less than 17 months to get the apparent leader of a small band of sympathizers in India to commit some violence in its name. Apparently working with a congenial criminal network in India, one of the coaches was able to supply the distant conspirators with two rusty pistols and 20 bullets that were accordingly unusable.

The New York Times piece later reveals that police, through wiretaps, were able to close down the whole scheme shortly after the conspirators found they could not fabricate bombs—out of materials surreptitiously supplied by their handler—by following the YouTube instructional video sent to them by their handler. “We could not succeed in making powder, as it became jellylike paste,” one lamented. The plotters proved to be anything but dedicated jihadis. Once arrested, they cooperatively told the authorities all they knew about their plans and connections.

The article is peppered with similar tales of failure and inadequacy. One of the coached accidentally shot himself in the leg. Another was supposed to drive over people but attacked with an ax instead because he did not have a driving permit. A third detonated a bomb, prematurely killing only himself. The explosive in another’s suicide vest proved insufficiently lethal even to smash a nearby flowerpot.

About the only “success” for the cybercoaches seems to have been...
the slitting of the throat by two teenagers of an 85-year-old priest in northern France.9

The only example of cybercoach work in the United States that is dealt with in detail in the Callimachi article is a case in Rochester, New York, in which 25-year-old Emanuel Lutchman, looking for ways to get to Syria, was encouraged by his Islamic State handler to conduct a local terrorist attack to demonstrate his devotion to the cause. Their idea was to launch a machete attack in a bar on New Year’s Eve, somehow killing, in the extravagant words of his distant coach, “1000000s of kuffar [infidels].”70

Additional information available on the case strongly suggests that Lutchman was rather inadequate for the mission.9 He had spent most of the previous 10 years in prison for various offenses, the first of which was robbing a man of such items as his cell phone, baseball hat, bus pass, library card, and cigarettes. He was also mentally ill and was apparently no longer taking his prescribed medication. He had tried to commit suicide several times, most recently by stabbing himself in the stomach. He had no money, job, or resources, and he was given to picking up cigarette butts outside the targeted bar from which he had repeatedly been shooed away by its irritated owner who described him as an “aggressive panhandler.”

Lutchman attracted the attention of the FBI when he posted favorable commentary about violent jihad and about the Islamic State on the web—rather foolish because he soon found himself—first on the internet and, then in physical reality—at the center of what he believed to be a terrorist cell of four. The other three members were all what the FBI calls “confidential sources.” As part of their sting operation, they provided $40 Lutchman didn’t have to buy a machete and other items from a local Walmart. Any terrorist “threat” presented by the hapless Lutchman and his remote cybercoach, then, was pretty modest.

In their article in this publication on the cybercoaching phenomenon, Hughes and Meleagrou-Hitchens assess the American cases relying substantially on court documents—which are, of course, mostly materials put out by the police and prosecutors. The article is well constructed and informative. But it, too, supplies quite a bit of information that can be taken to highlight the inadequacies both of the coaches and the coached.

Although their discussion includes efforts to get Americans to go abroad to fight with the Islamic State in the Middle East, they particularly focus on terrorist plots to do damage within the United States in which cybercoaches were involved. They found six of these in 2015 and only one in 2016—a positive trend, but one, they warn, that “may change.”72

In the United States at least, the available evidence suggests that counterterrorism authorities have thus far met any challenge presented by the cybercoached quite well and that any value added to a plot by the coaches has been modest at best.

Among the six 2015 cases, there is, of course, Lutchman. Another is from Cincinnati where 21-year-old Munir Abdulkater, yearning to join the Islamic State in Syria, connected with an Islamic State cybercoach—a displaced British national named Junaid Hussain—who aided him in putting together a plot that was wildly improbable, if “chilling” in the characterization of the sentencing memorandum.89 In this, the eager young man would raid a local soldier’s home, behead him, record the deed, and send the recording to the Islamic State. Then Abdulkater would dress in the soldier’s uniform (a specific suggestion of his cybercoach) and go to a police station where he would throw pipe bombs and engage the police in a shootout until death. In preparation, he visited a shooting range and handled a gun apparently for the first time in his life, which he described as a “whole new experience ... I love it!”84

Additional information in the sentencing memorandum indicates that Abdulkater had attracted the attention of the FBI by tweeting nearly daily about his admiration for the Islamic State and his enthusiasm for beheadings. An FBI confidential source communicated with Abdulkater and the distant cybercoach about a plot to carry out an attack, in which he (the source) would participate. He also accompanied Abdulkater when he shopped for a suitably sharp knife at Walmart, planning to return to buy it after he had shaved his beard so he would look less “suspicious.” Abdulkater was under full FBI surveillance at the shooting range, and he was arrested after purchasing an AK-47 rifle in a sting operation.15 It apparently never occurred to cybercoach Hussain that the other participant in the plot might be an FBI informant.

Another case involves two men who drove from Arizona to Garland, Texas, to shoot up an anti-Muhammed cartoon contest that they presumably knew would have special security. They were rather well prepared: they had six guns and were wearing body armor. But when they opened fire, they were dispatched in 15 seconds by a traffic cop armed only with a pistol. The only other casualty was an unarmed security officer who was wounded in the ankle. The perpetrators seem to have had some encouragement from afar, and they exchanged over 100 encrypted messages on the morning of the attack—messages that may have urged them on, but did not, it certainly seems, improve their effectiveness.16 As it happens, what could be interpreted as encouragement came from an undercover FBI special agent. Court documents revealed in mid-2016, a year after the Garland attack, that the agent had been communicating with at least one of the Arizona terrorists and, a few days before the attack, had urged them to “Tear up Texas.” The operative, based in Ohio, even drove to Garland and took a picture of the event. The U.S. government argued the communication did not amount to incitement.17

There is also the case of a three-man conspiracy in New England to behead the woman who had organized the offensive cartoon contest. As Hughes and Meleagrou-Hitchens note, it was, in part, their contact with distant cybercoach Hussain that alerted the police. They also consider the plot to have been in the “advanced stages,” and indeed the conspirators had purchased some knives through Amazon.18 Beyond this, however, about all they had done was to talk and conduct some internet searches about, for example, firearms, flammable chemicals, what tranquilizer puts humans to sleep instantly, and how to start a secret militia. And any input from Hussain was soon abandoned when one of them, saying he couldn’t wait any longer, decided to “go after” the “boys in blue” instead.19 When he was approached in a parking lot by a group consisting of a Boston police officer and no less than five FBI agents who had been surveilling him, he moved toward them brandishing his knives and was shot dead.20

A somewhat similar pattern was found in a case in New York. Some Islamic State-inspired men were in various early stages of plotting some terrorist attacks, and the FBI received a tip about their efforts from a “confidential human source” who had talked to one of the loose-lipped conspirators.22 The FBI then launched a search, and one of its agents was repeatedly stabbed by one of them with a large kitchen knife that failed to penetrate his agent’s body armor. As Hughes and Meleagrou-Hitchens note, there seems to
have been little or no cybercoaching in this case, except that Hus-
sain gave his blessing to the endeavors from afar and asked for a
martyrdom video when the conspirators were ready to spring into
action.22

Then there is the case of the shy and socially awkward 18-year-
old Justin Sullivan in North Carolina who spent his time alone in his
room with his computer and phone. It was there that he discovered
the Islamic State at a time when it seemed to be very much on the
rise, and that led him to Islam. “I liked IS from the beginning then I
started thinking about death and stuff so I became a Muslim.”23 He
was especially drawn to Islamic State videos featuring immolations
and beheadings.24 When his parents were away, Sullivan murdered
a disabled 74-year-old recluse in the neighborhood, possibly to get
money.25 Later, his father alerted the police when his son began
destroying “Buddhas, and figurines, and stuff,” sometimes by pour-
ing gasoline on them. Sullivan was soon being watched by the FBI
online. As part of the investigation, an FBI undercover employee
posing as a potential recruit to the cause got in touch with him
electronically and worked his way into the young man’s confidence.
Sullivan was also in contact with encouraging and supportive Is-
lamic State cybercoaches abroad, in particular Hussain.26

Harboring a grandiose scheme to set up “The Islamic State of
North America,” Sullivan discussed various plans for committing
a terrorist attack in the United States with what he thought were
his two cyber accomplices. He soon settled on shooting up a night-
club or a concert with an assault rifle, and reckoned he would need
about 20 bullets, possibly coating them with cyanide, to kill off his
estimated 25 to 50 victims.27 When a package arrived from the FBI
undercover employee containing a silencer for the yet-to-be-pur-
chased rifle, his parents demanded an explanation. Sullivan became
“aggressive” and later contacted the FBI undercover employee, ur-
ging the FBI agent to kill his (Sullivan’s) parents—or as he called
them, “the people I live with.”28 At some point, Sullivan also texted
Hussain in Syria, saying he would “very soon” be “carrying out 1st
operation of Islamic State of North America.” Hussain responded,
“Can u make a video first?” Sullivan said he would not do the video
because this was not a suicide mission, but only the opening salvo
in his planned campaign to halt “satanic” American airstrikes on
his beloved Islamic State. “For major attack we will film, not this.”29

Judging from the information available, this may be just about the
only ‘coaching’ Sullivan’s distant cyber contact ever did. Triggered
by Sullivan’s death threats against his parents as communicated
to his other cyber collaborator, the FBI arrested him. Some two
months later, Junaid Hussain was killed in an airstrike in Syria.30
It seems that Sullivan and the FBI undercover employee never ac-
tually met face-to-face.31

Finally, in the lone case from 2016, the cybercoach unwittingly
connected an extremist with an agent working for the other side—
any value he added to the plot was, therefore, negative. A former
national guardsman in his mid-20s from Virginia, Mohamed Bailor
Jalloh ventured to Africa with the notion of joining the Islamic State
in Libya. He decided he was not ready to fight yet, but connected
with an Islamic State cybercoach willing to help him conduct ji-

Hughes and Meleagrou-Hitchens note that Sullivan once said it was his
desire to kill up to 1,000 people. Seamus Hughes and Alexander Meleagrou-
Hitchens, “The Threat to the United States from the Islamic State’s Virtual
Entrepreneurs,” CTC Sentinel 10:3 (2017), p. 3. His plan, far-fetched like
those of so many other prospective jihadists in the United States, was to
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until, presumably, he had reached his extravagant goal. United States of
had back in the United States. Unaware that he was doing so, note Hughes and Meleagrou-Hitchens, the coach connected Jallouh with a contact who happened to be an FBI informant. Jallouh was arrested in a sting orchestrated by the FBI after he purchased an assault rifle in a gun shop for the planned deed.

There appears to have been more Islamic State cybercoaching in Europe than in the United States. Peter Nesser and his colleagues tally 38 “well-documented” planned or launched plots there between 2014 and November 1, 2016, that “involve some kind of IS-link.” Of these, they say that 19 “involve online instruction,” though three of these involve people with foreign fighter experience. The cybercoaching cases are not clearly laid out in the article, but in its appendix, some 13 plots are described with the words “instructed online” or “instructed online” or “likely instructed online” or “online contacts in Syria, possible instruction” or “had online IS contacts, possible instruction?” or “told friend she had received instruction from higher-ups in IS.” These cases overlap with the ones discussed by Callimachi, of course.

In contrast to the seven American cases in which no one perished (except, in some instances, the terrorists), casualties were inflicted in some of these European plots. However, with the exception of the murder of the elderly French priest, it is less than clear that cybercoaching, in the sense of providing key information and direction, played a substantial role in fatal attacks.

There are two other cases in the set in which fatalities were inflicted. One was a knife attack, at the home of a Paris policeman in which two were killed by a man who was suspected of being influenced by a cybercoach. And the other was the violence inflicted by Amedy Coulibaly who killed a French policewoman and then four hostages in a Jewish supermarket in early 2015. The degree to which Coulibaly was a neophyte in need of instruction is questionable, however. As Nesser and his colleagues point out, he had been part of a jihadi network in France that went back to 2003.

Beyond these cases, there is the truck attack at a Christmas market in Berlin that killed 11 in December 2016 (after the article by Nesser, Stenersen, and Oftendal was published). The culprit, a high school dropout with an attraction to drugs and alcohol, had been part of a network in contact with Islamic State operatives for some time, and he also had jihadi mentors and friends in Germany. The degree to which cybercoaching may have played a role in this case is, to say the least, unclear. According to Georg Heil’s study in this publication, there is “the possible presence of external attack plotters” in the case, and “remote control guidance” was “possibly a feature” of the attack due to “suspected communication with Islamic State operatives in Libya.” Another account indicates that the truck attacker had been thinking about carrying out a “project” in Germany for a year or more, had searched for information on the internet concerning the construction of bombs, and had been in contact with members of Islamic State in Libya (possibly with relatives who had joined the group there). However, as with the Heil article, there is no specific information that cybercoaching played a role in the specific planning for the eventual attack that took place.

In contrast, as Nesser and his colleagues point out, the vast majority of the deaths perpetrated by terrorists in Europe in the 2014–2016 period were accomplished in three attacks that were carried out in two instances by cells trained and dispatched by the Islamic State and in one instance (the Nice attack) in which no evidence has yet publicly come to light about communications with terrorists overseas. That is, no cybercoaching was apparently involved.

There seems to be little indication that cybercoaching, or even much connection to the Islamic State, was involved in any of the three lethal terrorist attacks in England in 2017 or in the several plots disrupted there over the same period. The largest of the attacks killed 22 with a bomb—the first to be successfully set off in Britain by terrorists since 2005—and the attacker may have had some training on visits to his native Libya. Although there are suspicions about an Islamic State connection to attacks in Catalonia in August 2017, there is little evidence of this thus far, and none at all about cybercoaching.

However, cybercoaching, or a form of it, does seem to have played a role in terrorism plotting in Australia in 2017. Information about the case is still limited and subject to sometimes contradictory statements by Australian and Lebanese officials, but it centers on four Lebanese-Australian brothers. One of them had been in Syria for years and had become an Islamic State commander, and consequently, the Lebanese intelligence services began monitoring the telephones of all four men in 2016, according to the version of events provided by Lebanese officials. In April 2017, as the Islamic State was increasingly under siege, the Islamic State brother contacted the others and urged them to conduct some diversionary terrorism in Australia. When they agreed, they were put in touch with an Islamic State cybercoach in Syria, and explosive materials, disassembled bomb components, and instructions were sent to them by the Islamic State from Turkey.

On July 15, one of the brothers, say Australian police, was set to board an airliner to the Middle East with one assembled bomb in his luggage. However, the Lebanese interior minister said there were two bombs—one of them in a meat grinder and the other in a large Barbie doll. The intent, he alleged, was to detonate one or both of them 20 minutes into the flight when the plane was still over Australia. However, he said, the luggage was well over the weight limit allowed on the airline—a rather elemental consideration the scheming brothers and their distant handlers had apparently not pondered earlier.

Whatever the reason, the plot was aborted, and the brother boarded the flight unencumbered while one of the others took the bomb (or bombs) back and disassembled them. According to Lebanese authorities, the traveling brother told authorities he was going to Lebanon to have a wedding at the family home there. Because he had used the same reason in several earlier trips, he was pulled aside for questioning when he arrived in Beirut, and he soon spilled information about the plot. In their press
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The use of the meat grinder seems to make little sense. Unlike a pressure cooker, it is open at one end, allowing the blast pressure to be released. Author correspondence, Mark Stewart, academic, September 2017.

Australian police stated they were looking into whether the plot was aborted because the luggage was too heavy. Australian Federal Police, Press Conference, Sydney, August 3, 2017, available at https://twitter.com/AusFedPolice/status/893244987319331072
conferences soon after the plot became public, Australian police, however, said they did not believe he knew about the plot. Intelligence information forwarded to Australian authorities was enough not only for them to surveil and then to arrest the brothers, but also to put together a mock-up version of the explosive. They concluded that, although the brothers had built a “fully functioning IED” (improvised explosive device), the explosive would never have made it through security. “We had a 100-percent success rate in terms of our mock IED being picked up” and “we are extremely confident that ... that IED would have been picked up by security.” However, since the bombs had been disassembled, the police presumably were not in a good position to evaluate the would-be terrorists’ handiwork.

The brothers were arrested as they, urged on by their handlers, turned their attention for some reason from bombs to fabricating a device to disperse the poison gas hydrogen sulfide. But, the Australian police stress, they were a very long way from completion.

The Australian case differs from the others in that the cybercoaches did not pick up their distant collaborators more or less randomly on the internet but connected because they were personally known by (and related to) a senior Islamic State operative. But there were, nonetheless, many blunders in carrying out the mission. Most important was that the brothers, following instructions and using materials supplied by the coaches, fabricated a bomb that was apparently too heavy to go onboard, and that, according to Australian police, had a 100-percent chance of being detected even if it had been put through airline security.

Impact, Difficulties, and Perils of Cybercoaching

Overall, it certainly seems that Brian Michael Jenkins’ summary assessment of Islamist terrorists in the United States applies as well to the cybercoached both there and in Europe: “Their numbers remain small, their determination limp, and their competence poor.”

Cybercoaching scarcely seems to be much of a game changer or a critical terrorist innovation.

Cybercoaches can urge their charges on and stress glorious reward in this life or in one after. But that scarcely differentiates them from a wide array of Islamic State propagandists on the web or from instances in the past when some local Jihadis managed to get in direct contact with supportive terrorists abroad (or with FBI informants and agents pretending to be so). Any effort by cybercoaches to go beyond this, to actually supply their charges with information and resources that are materially helpful—to guide the “world’s terror plots from afar,” in the words of the New York Times headline—is fraught with difficulties.

The distant cybercoaches obviously do not really know the territory, and the lack of face-to-face contact impedes efforts to assess the dedication, and particularly the capabilities, of the coached. David Gartenstein-Ross and Madeleine Blackman do acknowledge that “the lack of in-person training is a disadvantage.” However, this seems to be a considerable understatement. Although even the hopelessly inadequate can sometimes get lucky, Michael Kenney finds that would-be terrorists characteristically are operationally unsophisticated, short on know-how, prone to make mistakes, poor at planning, and limited in their capacity to learn. Accordingly, he suggests, there is no substitute for direct, on-the-ground training and experience.

Moreover, the advice and assistance tendered by the cybercoaches has often been of questionable value. If an apparent authority figure tells his confidante to “go out and stab somebody,” that may provide a degree of motivation in some cases. But it scarcely seems like a substantive contribution. And, as noted, the cyber assistance in the Australian case generated bombs that likely would have been detected by airline security even if they had not been too heavy to take on board.

In addition, there is a great danger that the plot will come to the attention of the police. Although communications can be encrypted as the plot develops, they cannot be at the outset if there is not already a connection. For the most part, coaches must find their charges, and the charges must find their coaches, out in the cyber-open. This effect is amplified by the widespread tendency of American jihadists to advertise their passions and often their violent fantasies on open social media like Twitter and Facebook. There have been many cases in which the would-be perpetrator used chat rooms or Facebook or Twitter to seek out like-minded individuals and potential collaborators, and usually they simply connected to the FBI. Indeed, as Daniel Byman and Jeremy Shapiro and others have pointed out, the foolish willingness of would-be terrorists to spill their aspirations and their often far-fetched fantasies on social media has been, on balance, much to the advantage of the police seeking to track them. The internet, it can be argued, has facilitated the counterterrorists far more than the terrorists.

Interestingly, in five of the seven cybercoach cases in the United States identified by Hughes and Meleagrou-Hitchens, the would-be Jihadi attracted not only the attention of a cybercoach from “afar,” but also one—or, in the case of Lutchman, three—informant(s) or undercover agent(s) from the FBI. Indeed, police and intelligence operatives have sometimes even been able to connect with the distant Islamist cybercoaches directly. And in each case, the cybercoach naively assumed, because his charge was also duped, that the FBI interloper was actually a legitimate co-conspirator. In fact, in one case, as noted, the Islamic State coach actually put his charge in contact with an FBI informant in the United States who the coach thought was on the Islamic State’s side.

And people working for the FBI on such cases have tremendous advantages over their distant rivals. They can actually materialize if necessary, and they are likely to know the local territory in detail—or can find it out by contacting local police.

It also appears that being a cybercoach is a perilous occupation. As Hughes and Meleagrou-Hitchens note, four of the most influential cybercoaches were killed in 2015 and 2016, and a fifth was arrested.

Back in the summer of 2016, Harry Sarfo, a German criminal who had joined the Islamic State in Syria, told The New York Times in a prison interview that “they have loads of people ... hundreds definitely” who were “living in European countries and waiting for commands to attack the European people.”

Sarfo suggested, however, that it was more difficult to get operatives into North America. Therefore, for that venue, the group was going to rely on cybercoaching: “For America and Canada, it’s much easier for them to get them over the social network, because they say the Americans are dumb—they have open gun policies ... they say we can radicalize them easily, and if they have no prior record, they can buy guns, so we don’t need to have no contact man who has to provide guns for them.”

It has not been that easy.
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In our October cover article, Rajan Basra and Peter Neumann explore the strong nexus between crime and jihadism in Europe. With a significant proportion of European foreign fighters having criminal backgrounds, they outline how the Islamic State is going out of its way to depict crime as helpful to its cause and to recruit criminals for terrorist enterprises. Our interview this month is with Lisa Monaco, President Obama’s chief counterterrorism advisor during his second term.

In July, police in Sydney, Australia, discovered alleged plots by two brothers to detonate a bomb on a passenger jet and release poison gas on a target such as public transportation. Andrew Zammit outlines why it set off alarm bells in counterterrorism agencies worldwide. An Islamic State cybercoach in Syria allegedly arranged for a partially constructed bomb with military-grade explosives to be air-mailed to the plotters from Turkey and provided sufficient instructions for them to build a fully functioning device. This ‘IKEA-style’ approach to terrorism could be a game-changer because untrained Western extremists have hitherto found it difficult to make high explosives. The Islamic State cybercoach also transmitted know-how on making a poison gas dispersal device to the Australian cell.

Columb Strack looks at the evolution of the Islamic State’s chemical weapons efforts in Syria and Iraq and the possibility that the group could export chemical terror to the West. John Mueller examines the degree to which the cybercoaching of terrorists should be cause for concern, arguing that in many cases cybercoaches have little control over their amateurish charges.

Finally, Derek Flood, recently back from the frontlines, outlines how the capture of Hawija, the Islamic State’s last remaining urban stronghold in northern Iraq, exposed faultlines between Baghdad and Erbil, which set the stage for the dramatic events unfolding in the Kirkuk area.
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